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1. | NFORVATI ON REQUI REMENTS

The information requirenents of the National Centers for Environ-
mental Prediction (NCEP) are extensive, ranging from support for
sophi sticated research on nunerical weather prediction nodeling
problens to routine word processing necessary for the di ssem na-
tion of weather forecasts.

In the area of nunerical nodeling, the NCEP perforns research
relevant to nunerical techniques and nodel paraneterizations
designed to devel op the world' s nost advanced operational nuneri -
cal weather prediction (NW) nodels. Research related to these
activities explores the application of state-of-the-art technol o-
gy relevant to superconputing and nmassively parallel processing
(MPP) systens. It involves extensive experinentation and support
for collaborative research projects. |If experinentation denon-
strates the validity of new techni ques, then nodels that incorpo-
rate those techni ques are inplenented and run routinely, opera-
tionally.

In addition to inproving the nodels thensel ves, NCEP scientists
continuously strive to extract the maxi muminformation possible
fromthe output of nunerical nodels. This work includes the
devel opnment of various techni ques for postprocessing nodel output
as well as "ensenble" predictions. The ensenbl e approach in-
volves multiple runs of a given nodel froma set of reasonably
perturbed initial conditions for the purpose of sanpling the
range and likelihood of alternative outconmes. Recent experience
has shown that these outcones, when anal yzed together, yield
forecasts with enhanced predictive ability. Al though ensenble
forecasting utilizes |ess highly resol ved and/or physically

sophi sticated nodel s (when conpared with current state-of-the-art
nodel s) the technique requires | arge-scal e conputi ng systens
because of the |arge nunber of nodel runs needed to support it.

Very hi gh-end conmputing systens are al so used to support coll abo-
rative research with university scientists and ot her externa
researchers. Joint research projects broaden the approach and
add new perspective to NWP problens that are of critical inpor-
tance to nodel ers and forecasters at the National Centers.

A wi de range of pre- and post-processing jobs support the nodel -
ing activities of the National Centers. These jobs ingest and
format data, store nodel output, execute secondary nodel process-
es, generate derived products, and so forth. These operations
have traditionally been perfornmed on mai nframe systens.
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An extensive anmount of data is needed to support the broad scope
of operational nodeling, routine forecasting, research and devel -
opnent, and individual case studies. The central disk storage
capacity necessary for these purposes is on the order of hundreds
of gigabytes. Even nore extensive data requirenents exist for

| onger range storage. Tape silos and other tape subsystens
provi de access to off-line storage with a total capacity neasured
in terabytes.

Ext ensi ve networ ks enpl oyi ng very conpl ex topol ogi es support the
Nati onal Centers. These networks connect equi pnent at each site
via local area networks; and connect the sites via wde area
networks. Networks at the National Centers nust support very
high transfer rates. Furthernore, as the conputing systens
connected by these networks grow, so do their communi cations
requi renents. The National Centers continuously explore advances
i n comruni cations technology in order to accommodate their di-
verse and growi ng needs. Current networks sustain transfer rates
of megabits per second but projected comuni cations requirenments
are in the range of gigabits per second. |In addition, the net-
wor ks at the National Centers nust interface with other networks
such as those supporting AFCS, AWPS, and the OSO Gat eway system

In addition to superconputers and mai nfranme systens, the networks
at the National Centers support many UNI X servers as well as
hundreds of scientific workstations and personal conputers.

Taken together, these systens conprise a very conplex distributed
processing environnent. Utilizing such network facilities as the
Network File System (NFS) and Network Information Services (N S),
this distributed system supports |ocal application devel opnent,
client-server conputing, and scientific visualization nethodol o-
gies. Researchers, forecasters, technicians, admnistrators, and
managers all use these systens to access conputing resources,
data, and software as needed, wherever they are found on the

net wor K.

Current Organi zation of the National Centers

The National Meteorol ogical Center presently adm nisters conpo-
nents at three sites. These are the National Meteorological
Center (NMC) in Canp Springs, Maryland; the National Hurricane
Center (NHC) in Mam, Florida; and the National Severe Storns
Forecast Center (NSSFC) in Kansas Cty, M ssouri.

The Nati onal Meteorol ogi cal Center devel ops, produces, and
processes neteorol ogical, short-termclimte, and oceanographic
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gui dance products and enhanced products. The users of NMC prod-
ucts are National Weather Service (NW5) field offices, the mli-
tary, and other governnent and non-governnent offices. The

adm nistrative staff in the Ofice of the Director handles the
personnel, budget, and other adm nistrative and executive natters
for the entire NMC

The National Severe Stornms Forecast Center maintains a continuous
watch for thunderstormactivity in the conterm nous 48 states.
The NSSFC prepares and distributes outl ooks for thunderstorns and
forecasts (watches) for tornadoes and severe thunderstornms to NWS
field offices, the general public, and other interests. The
NSSFC al so issues in-flight advisories and hourly bulletins to
the aviation industry for hazardous weat her phenonmena of a con-
vective nature.

The National Hurricane Center maintains a continuous watch for
tropi cal cyclones over the Atlantic Ocean, Eastern Pacific Ccean,
Cari bbean Sea, and Gulf of Mexico fromJune 1 through Novenber

30. The NHC prepares and distributes hurricane watches and
war ni ngs for the general public; and prepares and distributes
marine and mlitary advisories for other users. It coordinates
with Hurricane Warning O fices, Wather Service Forecast Ofices,
and Weat her Service Ofices when a tropical cyclone threatens the
United States.

Reor gani zati on of the National Centers

In conjunction with the Mdernization and Associ ated Restructur-
ing (MAR) programw thin the National Wather Service, the NMC is
under goi ng an extensive reorganization. In 1995 it wll becone
the National Centers for Environnmental Prediction.

The NCEP w || evolve over a period of years into an organization
conprised of seven service centers, a nodeling center, and a
group responsible for central operations. The National Centers
w Il occupy facilities in six geographic |ocations. The NCEP
conponents are as foll ows.

The Ofice of the Director will be the top-Ievel managenent of

the NCEP. It will be responsible for the formulation and inple-
ment ati on of strategies and policies for all of the conponents of
the NCEP. The O fice of the Director will interact with NWS

headquarters and with NOAA on behalf of all the National Centers.
The Ofice of the Director will coordinate research, system
operations, and analysis and forecasting throughout the National
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Centers to ensure the highest quality of products and services.
It wll performbroad adm nistrative duties for the Centers and,
except in the case of the Space Environnment Center, will be the
final authority regardi ng personnel and budgetary reconmenda-
tions. The Director of the Environnmental Research Laboratories
(ERL) within the Ofice of Oceanic and At nospheric Research (OAR)
will be the final authority on these matters for the Space Envi -
ronment Center. The Ofice of the Director will be | ocated at

t he NOAA Science Center in Canp Springs, Myl and.

The Avi ation Weather Center (AW) will be located in Kansas City,
M ssouri. It will issue operational aviation analyses and fore-
casts within donestic and international airspace and wll have
the primary responsibility for global aviation products valid up
to 48 hours into the future. The AWC wi | | be organi zed from
conponents within the National Centers that are currently | ocated
at the NSSFC in M ssouri and the NMC in Maryland. The AWC wil |
be housed in a new facility planned for construction in Kansas
Cty.

The Tropical Prediction Center (TPC) and the National Hurricane
Center will continue to be located in facilities in the Mam,
Florida area. This Center will issue a range of products that

i ncl udes cycl one wat ches and warnings as well as tropical weather
gui dance and forecasts. These products will cover the tropical
regions of the Western Hem sphere fromthe equator to 30 degrees
north latitude and extend fromO to 5 days. A new facility that
w Il house TPC/NHC and the M am Wather Forecast Ofice (WO is
under construction on the canpus of Florida International Univer-
Sity.

The Storm Prediction Center (SPC) will be |ocated in Norman,

&kl ahoma and w Il consist largely of NMC conponents presently

| ocated within the NSSFC in Kansas City. The SPC will provide
gui dance forecasts on hazardous weat her, gui dance outl ooks, and
wat ches. These products wll cover the conterm nous United
States fromO to 24 hours. The SPC will occupy part of a new
facility that will be constructed on the canpus of the University
of Okl ahoma. This building will also house organizations such as
the National Severe Storns Laboratory and the Norman WO

The Marine Prediction Center (MPC) will be created in Mnterey,
California. This Center will issue anal yses, guidance, fore-
casts, and warnings for the marine boundary | ayer and the ocean
surface. These products will cover the high seas as well as the
of fshore and coastal areas of the Atlantic and Pacific Cceans;
and wi Il extend from 160 degrees east to 35 degrees west |ongi-
tude, north of 30 degrees north latitude. The tinme scale wll
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range fromO to 5 days. The MPC will include both NCEP and

Nat i onal Ocean Service (NOS) personnel. The NCEP portion wll be
formed from conponents of the Meteorol ogical Operations D vision
(MOD) of the NMC that will relocate to Monterey. A new buil ding
will be constructed in California for the MPC

The Space Environnent Center (SEC) is |ocated in Boul der, Colora-
do. The SECis and will remain a part of NOAA/ OAR/ ERL and is

al so a conponent of the National Centers. |Its mssionis to
serve the nation's need to reduce the adverse effects of solar-
terrestrial disturbances on human activities. It provides gl obal

forecasts and sunmaries of solar-terrestrial conditions out to a
peri od of several weeks.

The Hydroneteorol ogi cal Prediction Center (HPC) will be | ocated
at the NOAA Science Center in Maryland. It wll provide analy-
ses, guidance, and ready-to-use forecasts for a range of hydro-
met eor ol ogi cal paraneters over the United States out to 7 days.
The HPC wi || consist of the parts of MOD that are not noved to
the AWC and MPC;, and will include the National Precipitation
Prediction Unit formed jointly by the National Wather Service
and the National Environnmental Satellite Data and |Information
Service (NESD S) .

The Cimate Prediction Center (CPC) will also be |ocated at the
NCAA Sci ence Center and is the continuation of the Cimte Analy-
sis Center of the NMC. It will provide climte anal yses, fore-
casts, and nonitoring products. This w de range of products wll
variously cover North Anmerica, the Northern Hem sphere, and the
entire globe. The tinme frane for CPC products will extend from
week-two (8-14 days) out to nultiseason forecasts.

The Environnmental Mdeling Center (EMC) wll be responsible for

t he devel opnent of nunerical nodels to perform anal yses and
forecasts of the atnosphere and oceans. The spatial scal es range
fromnesoscale to global; the tenporal scales range fromhours to
mul ti season. The EMC is the successor to the Devel opnent Divi -
sion of the NMC and will be |ocated at the NOAA Sci ence Center.

NCEP Central Operations (NCO w Il operate the |arge-scale
conputing facilities of the NCEP;, and will run the nunerical

nodel s that are central to the functioning of the National Cen-
ters. NCOwII also provide the communi cations, software, and
support infrastructure that connects and integrates the other
Centers. The NCOw Il evolve fromthe Autonation Division of the
NMC and wi Il have conponents at two sites in Maryland -- the NOAA
Central Conputer Facility (NCCF) in Suitland and the NOAA Sci ence
Center.
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Rel ocati on of the NOAA Sci ence Center

The NOAA Science Center refers to the aggregate of the NOAA
conponents presently located in the Wrld Wather Building in
Canmp Springs, Maryland. For a nunber of reasons, these conpo-
nents are proposed to relocate to the NASA Goddard Space Fli ght
Center (GSFC) in Greenbelt, Maryland and to be renaned t he NOAA
Operations and Research Center. A copy of the draft Statenent of
I ntent between NOAA and NASA is Attachnent 1 to this docunent.

As discussed in the Statenent of Intent, the proposed relocation
presents a uni que opportunity to assenble appropriate talents,
skills, and disciplines from NOAA and NASA in a way that w |
make considerable contributions to our country's effort to define
and maintain the planet's environnent. It is in the best inter-
est of the U S. Governnment to foster U S. world | eadership in

gl obal change research, associ ated research and applications
efforts, and to nmake the best use of avail able resources and
opportunities. The assenbl age of a joint NASA/ NOAA capability
woul d support these interests. For exanple, this would facili-
tate joint NASA/ NOAA efforts in the U S. Wather Research Program
recently inaugurated by the Federal Coordinating Council on

Sci ence, Engi neering, and Technol ogy. By pronoting maxi num
scientific exchange anong NASA and NOAA scientists, the U S
public would directly benefit froman accel erated i nprovenent of
NOAA' s operational prediction and assessnment m ssion and fromthe
joint research related to NASA's Mssion to Planet Earth program

Such a collocation would also result in a nunber of econom es
accruing to NOAA by being able to draw on NASA s central plant
resources. The basic infrastructure is already in place so only
atie-into existing systens is needed. The available utilities
that could be extended to this new facility include: <chilled

wat er, steam potable water, sewer, power, lighting, and conmuni -
cations. Back-up chilled water and power can be provi ded by
expandi ng the existing central plant systens.

The relocation to GSFC wi I | include the superconputer and mai n-
frame systens presently at the NCCF and so the econonm es noted
above will be real and substantial. However, it is the synergis-
tic effect of bringing together NOAA and NASA environnent al
scientists that offers the greater benefit to the nation. The
aimof collocating these groups is consistent both with the
nmoder ni zati on program of the National Wather Service and with

t he NOAA Strategic Plan.
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Al permts for construction and operation have been obtai ned
including wetland mtigation, archeol ogi cal survey, water nanage-
ment, rights of way, and em ssion.

Also, the site is fenced-in with guardhouses at the points of
entrance. Nearby dining facilities for 1500 persons in the NASA
Earth System Science Building are also planned with the possibil-
ity of satellite food areas. A conference center for up to 250
persons including nedia and comunication facilities is planned
as well. Child care, a credit union, and a fitness center/health
unit would al so be avail able for use.

It is proposed that the above topics be discussed after the
Statenment of Intent is signed and a joint NASA/ NOAA Steering
Comm ttee for the Devel opnent of the NOAA Operations and Research
Center at the GSFC is established. It is inportant to enphasize
that what is proposed in the Statenent of Intent is collocation
of the NOAA Operations and Research Center at GSFC, not a consol -
idation. NOAA s mssion is distinctly different from NASA' s

whi ch precludes the possibility, for exanple, of NASA providing
conput er back-up for NOAA' s real -tine, operational forecast
system On the other hand, such a collocation would significant-
Iy enhance the scientific interaction of NOAA and NASA personnel,
help to facilitate technology transfer, help to ensure that
satellite data obtained fromNASA's Mssion to Planet Earth are
available to the Earth science community over the long term and
sustain the preem nence of the U S. in the use of satellites and
ot her advanced technol ogies for studies of the Earth and its

envi ronment .

The NOAA conponents presently under consideration for collocation
ar e:

NWS - Nati onal Centers for Environnmental Prediction
(Washi ngton D. C. based conponents)
- Techni ques Devel opnent Laboratory, Conputer
Systens Section
- Hydr onet eor ol ogi cal Research Laboratory

NESDI S - O fice of Research and Applications
- Ofice of Satellite Operations Control Center
- Ofice of Satellite Data Processing and
Di stribution
- Satellite Data Services Division

CAR - Air Resource Laboratory
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NVFS - Li ai son O fice

Nunerical Modeling

Progress in the science of numerical weather prediction (NWP) has occurred as a result of three factors:
advances in our ability to observe the atmosphere, advances in our ability to understand and model the
behavior of the atmosphere, and advances in our ability to compute the future evolution of the atmosphere,
based on our observations and models (McPherson, Attachment 2.)
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The nunerical nodeling plans for the National Centers are de-
signed to take advantage of the union of the three factors cited
by Dr. McPherson in the above quote. Those plans assune that the
conputers used in NW will continue to offer increased perfor-
mance -- an increase fromabout 1 billion floating point opera-
tions per second in 1990 to 1 trillion floating point operations
per second early in the next century. Attachnent 2 al so provides
an overvi ew that explains why the National Centers are pursuing a
conputing strategy that involves higher resolution nodels in the
mesoscal e; and ensenble (statistical) techniques for |onger-range
forecasts. This typifies an approach that matches the conputing
requi renents associated with different forecast problens to
different classes or configurations of conputing systens.

NMC OPERATIONAL FORECAST SKILL SCORES
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Figure 1

This figure demonstrates 40 years of progress in the use of operational numerical
weather prediction models atthe NMC. It charts a specific measure of forecast skill
over time and also identifies some key events to the time line.
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250 MB RMS VECTOR WIND ERRORS
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This figure represents the reduction over the last 15 years of a specific measure of
the error in NMC numerical model forecasts of upper level winds.

The di scussion that foll ows provides an overvi ew of nunerical
weat her prediction nodeling divided into several classes or
forecast systens. This is a conprehensive but not exhaustive
list of such systens. Al references to dates are approxi nate
and reflect current estimates as to the availability of advanced
conputing systens and the results of diverse research and devel -
opnent activities.
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Regi onal Systens

Nested Gid Mbdel (NGW

The NGMis a 16-1ayer nodel with 80 kmresolution. It
generates 48-hour forecasts twice a day and is used for
nodel output statistics guidance. Devel opnent has been
frozen on the NGM since 1990 and the nodel itself wll be
discontinued in 1998. This is after the dass VIII sys-
tem and t he nodel enhancenents that it will support are

i n operational use.

Early ETA Forecast Model (ETA)

The early ETA run involves a 38-1evel nodel with 80 km
resolution. Like the NGMit generates 48-hour forecasts
tw ce per day. The ETA utilizes a first guess fromthe
gl obal data assim |l ation system (GDAS) and an ETA opti nal
interpolation (O). The need for the early ETA run wll
be obviated by the aviation (AVN) gl obal nodel when it
begins to run four tinmes per day in 1996. Once the AVN
denonstrates accuracy conparable to or better than the
ETA for precipitation guidance in the 24-48 hour range,
then the early ETA will be di sconti nued.

Mesoscal e ETA Data Assimlation System (EDAS)
This O -based data assimlation systemis used to ini-

tialize the nmesoscale ETA nodel. It is performed on the
nmodel domain at 29 kmresolution and for 50 levels. It
wi || becone operational in early 1995 and will initially

run two 12-hour cycles per day, each with an intermttent
(3-hour) assimlation of data. Later in 1995 the EDAS
will begin to run four tinmes per day. 1In 1998 the EDAS
w Il evolve into a four-dinensional variational regional
data assim |l ation schene based on the adjoint of the ETA
nodel. It wll then run four tinmes per day with conti nu-
ous data assimlation over 6 hours for each of the four
cycl es.

Mesoscal e ETA Forecast Mdel (IMeso-ETA)

This is a 50-layer nodel with 29 kmresolution. Initial
conditions cone fromthe EDAS. The Meso-ETA wi |l becone
operational in early 1995 and w Il produce 33-hour fore-
casts twice per day. The base tinmes for these runs wll
be 03Z and 15Z in order to use updated boundary condi -
tions fromthe AVN nodel. Later in 1995 the Meso-ETA

W ll begin to run four tinmes per day. Special ETA fore-
casts will be run over Alaska if conputationally feasi-
ble. After the arrival of the Cass VIII system plans
are to consider an increase in the horizontal resolution
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of the Meso-ETA to 15 kmand to i ncrease the nunber of
|l evels to 70.

Reqi onal Spectral Mdel (RSM

This nodel is presently under devel opnent. The RSM now
run experinmentally wthin the global spectral nodel, is a
28-1evel nodel with 40 kmresolution covering a North
Anmeri can sub-domain of the NGM It produces one 48-hour
forecast per day for conparison with the ETA nodel. The
RSM shoul d becone operational in 1995, perhaps with an
increase to 42 levels. After the operational inplenenta-
tion of the Cass VIIl systemin 1998 the RSMw || run
wth 20 kmresolution within the AVN nodel four tines per

day as an enhancenent over North Anerica. In the sane
time franme a non-hydrostatic version with 10 km resol u-
tion will come into use experinentally.

Hurri cane Mode

The Quasi - Lagrangi an Model (QM is currently operation-
al. This is an 18-layer nodel with 40 kmresolution. It
produces 3-day forecasts when needed. The GFDL Multi ply-
nest ed Movabl e Mesh (GYWM nodel, also an 18-1evel nodel
but with 20 kmresolution on an inner grid, IS now run-
ning experinentally. The QLM w || probably be discontin-
ued in favor of the GUWMin 1995, The GUWM w || i ncrease
its resolution to 10 kmwhen it noves to the CLASS VI ||
systemin 1998.

Rapi d Update Cycle (RUC)

The RUC is a hybrid sigma-isentropic analysis and fore-
cast system It utilizes a 3-hour, O -based data assim -
| ation cycle to produce 12-hour forecasts eight tinmes per
day. This is a 25-layer nodel with 60 kmresol ution.
Wth the inplenentation of the Cass VIII systemin 1998
the RUCwll run hourly, 24 times per day. The resol u-
tion of the nodel wll increase to 50 levels and 30 kmin
that sanme tine frane.

Reqgi onal Systens Qutl ook

The outl ook for the 5 years after 1998 is that the NCEP
will run a national domain nesoscal e nodel at 5-10 km
resol ution based on a non-hydrostatic version of the ETA
nodel (possibly the RSM, together with ensenbl es of

| oner resolution. This systemw || be coupled with mul -
tiple stormscale (1 kmor |ess) nodels used for very
short range forecasts (up to 6 hours). The stormscale
forecasts will be nested within the national domain in
areas threatened by severe weather. Together with exten-
sions of NCEP nodels, candidates for such stormscale
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nodel s coul d be those devel oped at universities or other
research centers. Candidate nodels will be evaluated for
potential operational use in the Mddel Test Facility to
be established within the Environnmental Mdeling Center.

G obal Data Assimlation and Forecast Systens
Avi ation (AVN) d obal Mbdel

The AVN is a 28-1evel nodel with 100 km hori zontal reso-
[ution which runs twi ce per day producing 72-hour fore-

casts. It wll be refined to 40 | evels and approxi mately
80 kmresolution in the sumer of 1995. Another advance-
ment will be the conversion fromspectral to sem -

| agrangi an net hodology in late 1995 The AVN will run
four times per day beginning in early 1996. 1In 1998 the
AVN Wi ll run with 60 kmor finer resolution using 50
levels. The RSMwi Il run within this nodel at 20 km
resol ution providing the main synoptic gui dance over
North Aneri ca.

Medi um Range Forecast (MRF) Model

The MRF is the sane nunerical nodel as the AVN but it is
run under a wider variety of conditions and for different
purposes. In late 1994 it began to run once per day at
the resolution of the AVN to produce a 7-day forecast. A
| ow-resol ution version of the MRF (using a 2.5 degree
grid) runs out to 16 days as a tool for ensenble fore-
casting. The lowresolution MRF w il also run experinen-
tally on the Cass VII machine wth an i nbedded version
of the RSM as referred to above.

In 1998 the MRF w || probably be used in ensenbles of a
few runs with 70-100 kmresolution out to 7 days; and
ensenbl es of many | owresolution runs for days 7 to 30.

Ensenbl e Forecasting

The encouragi ng experience thus far at the NCEP with the
ensenbl e system presently available for the 1-5 day gl ob-
al forecasts suggests that this systemcan be inproved
and extended to | onger ranges. The use of ensenbl es of
forecasts has already begun and will provide a quantita-
tive foundation for probabilistic synoptic forecasting
beyond the first week. Even for short-range forecasting
the use of ensenbles will provide guidance for the proba-
bility distribution of precipitation and extrenme events.

A obal Data Assinilation System (GAS)
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The GDAS wi Il continue to use the spectral statistical
interpolation technique but wll add refinenents as they
are developed. By 1998 it will apply four-di nensional
variational nmethods with a 12-hour assimlation interval
and continuous data utilization.

The GDAS w Il al so use a nunber of new or expanded data
sources. Satellite instrunmentation in particular wll
provi de new data that will be incorporated by the GDAS
over the next several years. Data fromprofilers and
fromnew aircraft sensors will be assimlated too. 1In
addition, the GDAS will be refined to better utilize
information fromtraditional sources such as pressure

t endenci es and cl oud reports from surface observati ons.

G obal Systens Qutl ook

The outl ook for NCEP gl obal nodels after 1998 is that
they will have a horizontal resolution of about 20 to 40
kmand will run through 72 hours in the case of the AVN
and through 7 days for the MRF. Ensenbles of sonmewhat

| oner resolution nodel forecasts will be run for one
month or longer. Wth better data assimlation, skillful
tropi cal forecasting based on these nodels and ensenbl es
may becone possi ble through 10 days. Ozone forecasts
shoul d be routinely available and forecasts of atnospher-
ic contam nants nmay al so prove useful

Coastal COcean and Ccean Wave Mbdel s

Ccean Wave Mbdel

The third generati on WAM (WAve Model ) gl obal nodel began
to run on the Class VIl systemin |late 1994 repl aci ng the
NOAA Ccean Wave (NOW nodel. It runs twice a day out to
72 hours with 2.5 degree resolution. By 1998 NCEP w ||
utilize a nested grid ocean wave nodel on the Cass VIII
system The resolution of this nodel will be one degree
in the open ocean and 0.25 to 0.5 degree in selected
regions along the East and West Coasts, the @Qulfs of

Al aska and Mexico, and in the area around Hawaii .

Coastal Ocean Data Assimlation and Prediction System
((CODAPS)

Prelimnary work has been perforned relative to the de-
vel opnent of a prototype Mellor nodel and data assiml a-
tion system This is designed to run routinely for the
East Coast of the United States. |If this experinent is
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successful, it wll beconme operational in 1996 or 1997
and a simlar experiment will begin for the West Coast.

OCcean Systens Qutl ook

In the out years of 1999 and beyond, high resolution (5
km coastal nowcasting and short-range forecasting should
provi de gui dance to fisheries, ships, and environnental
monitors along the entire North American coast with fore-
casts of thermal structure, currents, and water |evels,
including tides and wi nd i nduced storm surges.

The wave nodels over the coastal domains will be coupled
to the CODAPS nodels to take into account wave-current
interactions which significantly nodify the waves.

Reanal ysis and Clinate Data Assim | ation System ( CDAS)

Reanal ysi s
The reanal ysis systemw ||l use 28 levels and 2.5 degree
resolution. It wll reanalyze 35 years of data, perform

ing at a rate of 30 days of anal yses per cal endar day.
Operational execution of this programbegan in |ate 1994.
After the inplenentation of the Class VIII systemin
1998, another reanalysis cycle will begin with a domain
of approximately 40 | evels and one degree resol ution.

CDAS

This programis designed to nonitor the climate and cli -
mat e change. The CDAS will becone operational coincident
with the reanalysis system It wll assimlate current
data at the sane resolution as the reanal ysis program
The CDAS and the reanalysis systemw /||l both run on the
same conputer system

Reanal ysis and CDAS Qutl ook

In the period after 1998 a long reanalysis with a state-
of -the-art (but frozen) data assimlation systemw | be
performed about every 5 years. This will provide guid-

ance to climate nonitoring and forecasting efforts. It
w Il also be valuable to conpute "perfect prog" statis-
tics, linking nodel analysis with station observations

using an extrenely long training period. This can be
conbi ned with adaptive nodel output statistics in which
the nodel forecast is used to predict the analysis, re-
qui ring short training periods.
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Coupl ed Ccean- At nosphere Mdel (COAM

The COAM uses an 18-1evel version of the MRF nodel with
approximately five degree resolution. This is coupled
with a Pacific Ccean nodel to produce | ong-range fore-
casts. The Coupled Mdel Project will use the Cass Vi
systemto nake one 12-nonth coupl ed nodel forecast per
week. This forecast permits dynam c interaction between
t he atnosphere and the ocean, a process that currently
results in significant systematic biases in the forecast
of sea surface tenperatures. These biases are corrected
in a post-processing step. The Coupl ed Mddel Project
will also produce two 6-nonth forecasts each week from

t he at nospheric nodel al one using the corrected sea sur-
face tenperatures fromthe coupled nodel run. These
forecasts are both for the sane 6-nonth period and are
run fromdifferent initial states.

By late 1995 the COAMwi || be extended to a 28-level 2.5
degree resolution MRF/ Pacific Ccean nodel. The nethodol -
ogy wll be essentially unchanged fromthe above and wl |
produce one 12-nonth coupl ed nodel forecast and two 9-
nmont h at nospheric nodel runs, again using corrected sea
surface tenperature forecasts, each week.

Wen the COAM noves to the Class VIII systemin 1998 it

wi |l be enhanced by the inclusion of a global ocean nod-
el. It will also couple with the regional spectral nobde
to provide higher resolution over the United States. By
this time it will produce one fully coupled 12-nonth
forecast per week. It is anticipated that in this tine
frame the nodel biases in sea surface tenperature fore-
casts will have been largely renoved and that the dynam c
processes of the coupled nodel will yield superior re-
sults.

In the period after 1998, routine 1l-year coupled nodel
predictions will be produced which are expected to have
significant skill in global variations associated with
the EI N no/ Southern Gscillation (ENSO phenonena. |Ini-
tial conditions for such forecasts will come froma gl ob-
al ocean/ at nosphere tine-continuous data assimlation
system

Manual Qui dance
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In addition to devel opi ng and executi ng nunerical nodels and
managi ng the conputing and comruni cati ons systens upon which they
rely, the National Centers provide a wi de range of manual fore-
cast and gui dance products. These products include text, graph-
ics, and gridded nunerical data and extend fromvery short-term
severe weat her forecasts to nultiseason climte outl ooks. The
preparati on of these manual gui dance products is inherently very
time consum ng and | abor intensive. Their preparation is, in
fact, the chief activity within each of the National Centers ex-
cepting only the NCO and EMC. The creation of these products is
essential so that the National Wather Service can present a
conpr ehensi ve and coordi nated set of forecasts to national and
international users. It is the intent of the NCEP to use nodern
conputi ng and conmuni cati ons technol ogy, an open systens ap-
proach, and a small nunber of well-defined standards, all consis-
tent with the AWPS program to create a conprehensive program
for the creation of nmanual forecast and gui dance products
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2.  PLANNED PROCESSI NG AND TELECOMMUNI CATI ONS ARCHI TECTURE

The overal |l processing and tel ecomunications architecture that
supports the National Centers today is a very conplex one. It
enconpasses superconputers, traditional nmainfranme systens, scien-
tific workstations, w de area networks (WANs), |ocal area net-
wor ks (LANs), multiple operating systens, and several communi ca-
tions protocols. The conplex information requirenents of the
Nati onal Centers necessitate a conplex architecture. However,
this architecture can and shoul d be designed so that its conpl ex-
ity is manageabl e, controllable, consistent, reasonable, conpre-
hensi ve and understandable. This goal can be acconplished by
foll ow ng two principles.

The first of these principles is this: to the greatest extent
possi bl e the architecture should be planned and designed to
anticipate general requirenents. It should not evolve as a

congl oneration of ad hoc responses to i mMmedi ate and specific
needs. Neither should the systemarchitecture indefinitely
accommodat e systens that were devel oped in the past to solve
specific problens. Such systens often have a |imted focus,
function wthin a narrow donmain, and cannot interface easily with
ot her systens.

Second, the architecture should evolve with a high regard for
carefully consi dered, unanbi guous standards. These standards
thenmselves wll certainly evol ve, but under the proper circum
stances the overall architecture for processing and comuni ca-
tions at the National Centers will beconme a system conprised of
mut ual |y supportive subsystens. The result will be a robust,
conpr ehensi ve, under st andabl e, and nmanageabl e system

The appropriate circunstances are these:

° The NCEP nust identify areas in which standards can be
defi ned.

° The National Centers nust strive to select appropriate
st andar ds.

o Managers within the NCEP nust consistently take advan-

tage of and enforce those standards.

The National Centers are firmy conmtted to these principles.

St andar di zati on
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Over the |l ast several years a nunber of relevant standards have
energed at the National Centers. For the nost part these were
not the result of any specific, conscious process. Rather, their
adoption was due largely to the fact that scarce resources have
forced a narrowing focus as to what is supportable. In any case,
it is now possible to posit a small nunber of such standards that
can clarify the nature of the overall planned processing and

t el ecomuni cations architecture of the National Centers. These
standards fall naturally into just a few general areas.

Open Syst ens

The overarching purpose of the standards that followis that of
establ i shing and mai ntai ni ng an open conputing environnent at the
National Centers. The conplexity and diversity of the NCEP
requirenents is such that they demand a wi de variety of capabili -
ties and equipnment. In order for such an environnent to be
manageabl e, it must be possible to nove nany, even nost, applica-
tions about the network, fromsite to site or machi ne to nmachi ne,
to take advantage of appropriate resources. This is only possi-
ble if the hardware and software that conprise those resources
share fundanental characteristics. These characteristics are
defined by the standards adopted by the National Centers and as a
group they establish an open conputing architecture.

Net wor k Conmuni cat i ons

The predom nant nmeans of network comruni cations within the Na-
tional Centers today is Transm ssion Control Protocol/Internet
Protocol (TCP/1P) ethernet. Many other network architectures and
comruni cations protocols are in use at the National Centers and

t hese cannot all be discontinued i mediately. However, these
alternatives are either proprietary or are based on ol der tech-
nol ogi es and accordingly their use is in decline. Wen possible,
as | egacy systens are upgraded, the upgrades will utilize TCP/IP
et her net .

Two standards consistent with TCP/IP ethernet offer specific
additional network services to the National Centers -- NFS and
NIS. NFS is an independent network service that supports renote
access to disk subsystens. NS is a distributed nanme service
that sinplifies the admnistration of a network of conputer
systens. NS nmaintains a database of user nanmes and transl ates

t hose nanes to network addresses. Both NFS and NI'S are operating
system and nmachi ne-type i ndependent.

As new communi cations standards energe, the National Centers wll
monitor their applicability. One enmerging standard that is of
particular interest is Asynchronous Transfer Mdde (ATM. As ATM
standards are defined and as vendors bring ATM products to mar-
ket, the National Centers plan to devel op prototype ATM network
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capabilities to test the feasibility and practicality of its use.
Because ATM can encapsul ate TCP/I P ethernet, there is a natural
growt h path between the two.

Qperating Systens

Al t hough the UNI X operating systemcones in many varieties, there
is a basic conpatibility and extensive commonality between any
two UNI X i npl enentations. Those characteristics transfer to al

of the UNI X systenms on a network. This inherent conpatibility
has resulted in a general mgration to UNI X t hroughout the Na-
tional Centers. Except for nost office autonmation tasks, UN X
has becone the standard NCEP conputer operating system Legacy
systens that run other operating systens, such as WS, wll be
phased out and the replacenent systens will run UN X

Progranm ng Languages

FORTRAN has | ong been the standard programm ng | anguage enpl oyed
at the National Centers. For scientific applications this wll
continue to be the case. FORTRAN is itself evolving and the
National Centers will strive to maintain code in the current ANS|
standard for the | anguage. FORTRAN/77 is in current use but
FORTRAN9O is beginning to supplant it.

Anot her | anguage is comonly used in the UN X programm ng envi -
ronment and that |language is C. Cis particularly appropriate to
conmput er graphics and networking applications in UNI X, which is
itself witten in C As the National Centers have increasingly
di stributed conputing over various UN X systens, C has gradually
becone a second standard progranm ng | anguage anong scientists
and programmers. Software devel opnent at the National Centers
will rely upon applications witten in standard, portable ver-
sions of C and FORTRAN

I n nost cases vendor specific | anguage extensions will not be
enpl oyed. However, the application of vector processing systens,
multiple central processor unit systens, and MPP systens to | arge
NWP nodel s are, for now, exceptions to this principle. Running

| arge nodel s on high-end systens requires that codes be optim zed
to specific systemcharacteristics. In sonme cases this severely
[imts their portability. However, the nature of these |arge
speci al - purpose prograns is such that they need the uni que capa-
bilities offered by the high-end systens in order to be of prac-
tical use. Therefore they are inherently not portable to other
net wor k devi ces anyway.

G aphical User Interface

A key conponent of a distributed conputing environnent is the
graphical user interface (GUJ). A conprehensive, well-devel oped
GUl shields the user of such a network systemfromthe conpl ex
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processes that support his or her application of the systemto
the performance of specific tasks. 1In the perception of many
users, the GQU is the system Quite a nunber of GUI products are
avai l abl e commercially but nost have severe limtations. They
are either dependent upon proprietary software libraries or have
limted applicability -- sone are specific to particular hardware
platforns, for instance. There are, however, two basic tool Kkits
that conprise the standards upon which a UNI X GUI can be built.
These are X Wndows and Mtif.

The X Wndow Systemis based on a client-server nodel and pro-

vi des a standard wi ndowi ng environment for applications program
mers. |t was devel oped at the Massachusetts Institute of Tech-
nol ogy and is supported on all UNI X platforns. Mtif is a GU

st andard designed for X Wndows by the Open Software Foundati on.
It consists of a widget set, a wi ndow nanager, a style guide, and
a user interface description | anguage. Together, X and Mdtif
conprise a conprehensive, portable, vendor-independent set of
tools for graphical presentations and they are the rel evant
standards used by the National Centers for GUJ devel opnent.

Data Formats

Consistent with the establishnment of conputing and comruni cati ons
standards, the National Centers have adopted two standard data
formats. Both are approved by the Wrld Mteorol ogi cal O ganiza-
tion (WMD) . The first of these is GRIB (GRidded Binary), a
general purpose, bit-oriented data exchange format. It is an
efficient vehicle for transmtting | arge volunes of gridded data
bet ween net eorol ogi cal centers over high-speed tel econmunications
I ines using nodern protocols. The second is BUFR (Binary Univer-
sal Formfor the Representation of neteorological data). BUFR is
a binary code designed to represent any neteorol ogi cal data by
enpl oyi ng a continuous binary stream The code form nmay be
applied to any nunerical or qualitative data type.

Users at the National Centers have conme to accept the val ue and
utility of these standard data formats and today nost NCEP data
is stored and transmitted in them The National Centers wll use
CGRI B and BUFR for data exchanges between Centers. These standard
data formats will have a central role in the further evolution of
the conputing architecture at the NCEP for the foreseeable fu-
ture.

The standards noted above are not very remarkable for a conpl ex
conputing environnment. Most |arge organi zati ons have adopted the
open systens architecture approach and nost of these standards
are commonly enpl oyed for that purpose. Attachnent 3 is a very

March 13, 1995

21



brief account of a conparabl e approach taken by the Fleet Nuneri -
cal Meteorol ogy and Cceanography Center of the United States
Navy. The idea of a gradual transition fromlegacy systens

i nconsistent with this environnment to open systens is a conces-
sion to the realities of the cost and effort involved in such a
transition.

G ven these principles and standards, the fundanental conputing
architecture at the National Centers is, and will remain, a
multi-tiered one. The explicit layers of this architecture are
as follows.

° Hi gh-end superconputers or specialized MPP systens are
required for advanced nunmerical nodels and such nodel s
cannot be run on anything | ess.

° Servers and ot her speci al - purpose nmachi nes are needed
to performspecific pre- and post-processing tasks.

° Scientific workstations enable users to interact with
ot her systens, including superconputers, to display
nodel output and other information graphically and to
request specific services fromother network devices as
needed.

° All classes of NCEP conputers are conpatible and are
accessible to users via TCP/IP ethernet.

The principal subsystens of the overall processing and tel ecommu-
nications architecture for the National Centers are discussed
under the sub-headi ngs bel ow.

Hi gh Performance Conputi ng

NCEP hi gh performance processing is driven by specific program
mati c needs and requirenents. Paranmount anong these is the very
hi gh conputational capacity needed to inplenment continuously

i nprovi ng NWP techni ques into a schedul ed operational environnent
that neets firmproduct delivery deadlines. A secondary factor
is the proliferation fromvarious sources of observational data.
Anot her significant requirenent is the demand for new anal ysis
and forecast products fromthe end users.

As noted earlier, this is a period of rapid progress in the
sci ence of weather forecasting. Continued support for contenpo-
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rary neteorol ogical research and the operational inplenentation
of its conclusions necessitates continued growth in the conputer
capacity that helps make it possible. Providing this conputer
capacity enjoins a careful balancing of several aspects of avail -
abl e technol ogy to produce a snoothly integrated and functioni ng
system A bal anced NWP forecasting systemnust include a flexi-
bl e processing infrastructure as well as powerful CPUs. The
infrastructure of such a systemrequires hardware and software
conponents that interact with the central conpute engines to
provide a full repertoire of products and services as discussed
bel ow.

The state of devel opnent of NWP nodels at any point in tinme is
such that the demands of individual nodels vary considerably.
Thus the conputational requirenents of the nodels can best be net
by a range of conputer systens. The National Centers have re-
sponded to this state by deliberately enploying a strategy that
causes an overlap at the NCCF with regard to high performance
conputers. The augnentation of high perfornmance conputer systens
for operational use has consistently benefited fromthe retention
of the previous generation systemwhile the NCEP strides forward
to the next. This has assured users and custoners of the opera-
tional stability necessary to maintain existing services while
providing a platformon which to devel op the next generation of
operational systens.

Asi de from maj or new acqui sitions, the conputer systens used by
NCEP are in a continuous state of inprovenment and enhancenent.

Hi gh-end conputers characteristically do not deliver their rated,
nom nal performance. Those responsible for such resources re-
peat edl y adjust system configurations and augnent subsystens to
attain better performance. As an exanple, the performance of the
Cray C90 systemat the NCCF is rated at approximately 16 billion
floati ng point operations per second (gigaflops, or GFLOPS). The
actual performance on codes at the NCEP -- codes that enploy a
broad range of mathematical functions and deal with practi cal

i ssues |like getting data in and out of the nmachine (conditions

of ten overl ooked in theoretical performance clains) is closer to
three GFLOPS on current operational nodels but as high as seven
GFLOPS on sone experinental nodels. Throughout the life cycle of
this system the NCEP and the vendor will strive to adjust and
tune hardware and software subsystens in order to deliver nore
performance in real-world applications.

NCEP Super conputi ng Desi gn Objectives and Strat eqy

M d-range Processing

March 13, 1995

23



NCEP agreed to an engi neering change to the Cray C90 contract in
Septenber, 1994 that exchanges the Cray Y-MP/ 864 and the Cray Y-
MP/ EL2 systens for a pair of Cray J916 conputers and supporting
di sk sub-systens. This transaction enhances the support role
provi ded by these systens while also providing a mgration plat-
formfor sonme of the NCEP*s general m d-range conputational
needs. This m d-range processing includes sone work presently
performed on the HDS MVS systens. It specifically does not
include the majority of NCEP's currently operational nunerical
nodel s. However, sone older nodels can run in this environnment
and it will be used for several specific purposes. Three exam
ples of this are the reanalysis project, the provision of backup
capability in the event of degraded operations, and |imted re-
search projects. Md-range processing will be addressed further
during the next superconputer procurenent or in a separate pro-
curenment action.

System Life Cycle

System upgrade cycles are determ ned by inprovenents in NW
nodel i ng as constrained by what is available in the narketpl ace
and by funding. There is no predefined workload, such as m ght
be encountered in traditional business processing, that drives an
upgrade cycle. The objective of the NCEP in this regard is to
apply the best available conputing architecture to neet scientif-
i c needs when reliable conputational speed can inprove the quali -
ty of the results.

Repl acenent Ti m ng

| ndustry technol ogy and commercial offerings are central noti-
vating factors in the selection of these high-end systens. The
availability of proven technology, with reasonabl e and acceptabl e
cost, helps to determ ne the replacenent cycle. The National
Centers attenpt to upgrade at intervals that provide not |ess
than five tinmes the extant | evel of performance. NOAA has tradi-
tionally been near the forefront of superconputing, relying on
the | atest avail abl e high-end systens that use proven, |owrisk
technol ogy. There has been consistent and enornous progress in
hi gh performance conputing since the early 1960's. |In that tine,
classes of nunerically intense conputer systens have repeatedly
becone al nost commodity products, available as off-the-shelf
itenms. The maturation of this industry is illustrated and re-
flected by its foreshortened systemlife cycle period. The pace
of progress has accel erated such that systemrepl acenent cycles
of the type characterized above are |ess than five years. Be-
cause the NCEP uses an alternating operational platform strategy
to mnimze the inplenentation risks for operational codes, this
results in nearly continuous acquisitions being undertaken by the
NCEP.
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Repl acenent Strat eqgy

NCEP acqui sitions are based on avail abl e performance as noder at ed
by the need to minimze risk. The industry in the md-1990's is
at a watershed with regard to superconputer architectures. A
nunber of conpeting architectures are being tested in the nmarket-
pl ace. Each design offers nerit for a particular conputational
environnent. It may be that certain configurations wll prove

i nappropriate for the kinds of nodels enployed in NW. However,
several designs show prom se and they will be evaluated by the
NCEP. The industry appears to be on the verge of a breakthrough
regardi ng MPP systens that could be quickly followed by the
commercial availability of robust, lowrisk nmassively parallel
systens. The NCEP will nonitor devel opnents in this area and
assess the associated risks.

| ndustry Partnership

For many years the National Centers have nade the source code for
its operational forecast nodels and other representative bench-
mar k prograns avail able to the conputer marketplace. This allows
conput er designers to nmake use of these codes to devel op systens
using conplex real-life applications. The NCEP benefits directly
fromthis work and willingly involves a few scientists in it.
They nodify and restructure working nodels to run on new, evol v-
ing systens. Governnent scientists optimze progranm ng con-
structs to test systens under current manufacture and offered in
t he marketplace. The NCEP has established this partnership with
i ndustry to assure that conputer designs are suitable for its
needs and applications. In the course of this work, NCEP gets to
test processes on a wde variety of systens and to consi der new
paradi gns and new programm ng techniques. In this way, the NCEP
ensures that acquisition specifications are open to many archi -
tectures while still addressing the unique nature of nunerical
weat her nodel | i ng.

NCEP Super conputi ng Schedul e

Acqui sition schedul es are predi cated upon systemlife cycles as
driven by the availability of cost effective comercial, off the
shel f (COTS) hardware and software. |In particular, the high
performance conputer systens at the heart of NCEP*s operations
are acquired only after suitable platfornms evolve sufficiently to
support stabl e operations. The NCEP has been able to periodical -
Iy replace systens when their residual value drops below their

mai nt enance costs. Normal progress within the industry presently
results in new conparable hardware at significantly reduced
initial and operating costs about every 3 to 5 years. The
re-engi neered Cray CO90 contract is a case in point. The newest
generation of air-cool ed, power conserving systens have near
parity in performance with the Cray Y-MP and offer a significant
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reduction in both acquisition and operating costs. The J90
systens are about 4 years behind the Y-MP in terns of their
availability in the marketplace. Qobviously, a sonewhat different
set of conditions prevail at the pinnacle of perfornmance.

The tentative time frame for superconputer upgrades at the Na-
tional Centers is presented in the follow ng table.

Task Time Frame
NCEP Architecture Plan Completed Early calendar year 1995
Install Cray J916s + NDA Mid calendar year 1995
Procure additional near-line storage capacity L ate calendar year 1995
Improve intersystem communications Early calendar year 1996
Procure and install experimental M PP system Mid calendar year 1996
Begin preparation of C90 upgrade RFP Mid calendar year 1996
Issue C90 upgrade RFP Early calendar year 1997
Install new supercomputer system Mid calendar year 1998

Conputi ng Architecture

One key to mnimzing risk is diversification. |In a sense, the
entire H gh Performance Conputing industry is diversifying. For
exanpl e, Cray Research, a longtine high-end conputer manufactur-
er, currently has offerings in both traditional superconputers
and in the energing field of massively parallel systens. As a
consuner of this technol ogy, NCEP recognizes that this is an
extraordi nary period of change in the high performance conputer
mar ket pl ace. Wth rapid change, however, conmes the risk of
choosing the incorrect way to change. There are a nunber of
alternative solutions to the superconputing needs of the NCEP, a
few of which are viable, but some of which will play no part in
NCEP*s future. The prudent course of action in the face of

rapi dly changing options is to enploy pilot projects for purposes
of assessnent, using NCEP benchmarks and nodels. Such pil ot

proj ects have been undertaken by the Environnmental Modeling
Center. The results to date have been extrenely promsing with
regard to parallelizing NW code and running it on equi pnent
avai l abl e from several vendors. As an aid to decision making
processes, these pilot projects will continue to be supported as
an investnment in appraising and evaluating this enmerging technol -

ogy.

The next step in this pilot project strategy is to obtain an MPP
systemfor internal use at the National Centers. The purpose
behi nd the acquisition of such a system planned for 1996, is to
use it in conjunction with other resources, not as a repl acenent
for other systens. Attachnent 4 is a proposal that describes how
an VPP wi Il be used for nunerical nodeling.
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Sonme of the conpeting high-end technol ogies in the marketpl ace
today are described next.

Monolithic Parallel Vector Processors

The traditional superconputer used by the NCCF is constructed as
a small collection (typically eight to sixteen) of powerful
vector processors that can be used to nmultiprogram several batch
j obs sinultaneously. The speed of conputation derives fromthe
capacity of each CPU, and system performance is achi eved by
over | appi ng task execution anong several CPUs. Current opera-
tional NCEP nodels use up to fifteen of the sixteen CPUs in the
Cray C90. (The last CPU is reserved for support functions and to
ensure tinmely nodel conpletion. |In the event that one CPU fails,
the spare can be applied to the application). In good inplenmen-
tations of this approach, a conpiler can performfine-grained

m cr ot aski ng deconpositions at the “DO LOOP” |evel, thus inprov-
ing the degree of parallelism

Massively Parallel Processors

This energing technology is the nost significant recent devel op-
ment in the field and seens to provide the greatest prom se for
NCEP in the longer term Consisting of up to 2048 processors

I i nked together via shared nenory or a high speed internal data
net work, these systens divide conputational work into the concur-
rent execution of interdependent parts. Sone applications are
nore readily deconposed in this fashion than are others. The
granularity of task division is typically finer than in other

met hods consisting of threads of executable elenments. As with
the m crotasking technique of traditional superconputing, threads
inherit a common nenory domain as peer el enents.

Clusters or Gangs of Low Cost Wirkstation-level Processors

A popul ar configuration, used by Silicon Gaphics Incorporated
and sone ot her manufacturers, this nmethod couples nultiple pro-
cessors into a single frane and under a single operating system
Ef fecti ve operation depends on inter-node comuni cations within
the system This approach is being carefully watched by NCEP
because, al though not presently useful for high-end forecast
nmodel s, it offers some prom se for certain kinds of simulation
servers and statistical analyses, as well as for pre-processing
and post-processing functions of the kind traditionally done on
mai nf r anes.

Paral l el Vector Machines

Anot her relatively new approach, this technol ogy distributes the
wor kl oad in a manner simlar to those described above, but at a

significantly coarser level. Only discrete task-Ilevel elenents

can be parallelized due to the need to distribute executable

el emrents over a high speed network. Usually, the processing
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nodes are physically renoved fromeach other in this approach,
but sone inplenentati ons have them col |l ocated. At the nonent,
this design is not being pursued by NCEP because of the | ower
performance range they provide and because of the very high
net wor k bandwi dth they require to achieve effective results.

Har dwar e

There are two drivers for the choices that NCEP makes regarding

t he hardware for high performance conputing. These are industry
capacity and price/ performance conpari sons. These considerations
drive the devel opnment of applications as well as system i npl enen-
tation and depl oynent.

It is well recognized in the scientific comunity that weather
forecasting is one of the nation*s G and Challenges in the sense
that the effort necessary to neet it demands ever nore powerful
conputers. Wather forecasting is one of the nost difficult

| arge-scal e problens actively pursued by nunerical nodel ers.
Addi ng to the conventional designation regarding nunerically

i ntense Grand Chal | enge probl ens, NCEP*s nore unusual and strin-
gent requirenent is the need to generate operational forecasts
according to rigid, predeterm ned schedul es. Conpoundi ng the
scheduling problem further, the skill or quality of a forecast is
hi ghly dependent upon the quality of the initial analysis.

Accordi ngly, an operational nodel run is begun as | ate as possi-
ble in order to incorporate the |argest possible quantity of
observational data. The nodel is then run as rapidly as possible
to meet its deadline.

The conpl ex nature of NWP problens coupled with such operational
requi renents forces a sonetinmes unconfortabl e accommobdati on

That is an acceptance that it is largely the marketpl ace that
determ nes both when a new system shoul d be obtai ned and what
type of systemit should be. It is the nmarketplace that sets the
price/ performance | evels of commercially offered systens and that
determ nes the nost cost effective way to satisfy high-end com
puti ng needs. Wather nodeling applications can be scal ed up
with relative ease. These changes of scale in NW nodel s have
consi derabl e practical advantage and will saturate any conput a-
tional capacity that can be offered in the foreseeable future.

A nunber of topics that inpact technol ogy choi ces regardi ng high-
end systens are di scussed bel ow.

Paral lelizing the Applications

Since the advent of nultiple CPU systens, NCEP has enpl oyed
parallelismin the execution of its operational nodels. However,
the granularity of this experience is not what is intended by the
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use of the term"parallelisnl today. True parallel processing is
achieved at the array processing level and is therefore defined
by the "DO LOOP" construct.

Since the introduction of the Cray YMP-8, NCEP has parallelized
its operational nodels using all of the machi ne*s CPU and nenory
resources to conpl ete each operational code within the tine
dictated by product distribution schedules. The possible extent
of this parallelization at the National Centers doubled with the
introduction of the Cray C90 in 1993. Significantly greater

i nprovenents will result when MPP techni ques can be applied to
dynam c equations. These techniques wll dramatically increase
the degree of parallelismin nodel calculations.

Not all applications are easily deconposed for parallel process-
ing. |If the degree of parallelismis noderate or if the interac-
tion anong the pieces is extensive (in ternms of synchrony, data
sharing, and nessage passing), then the precepts of Andahl's |aw
prevail. In sinple ternms, this |law states that no parallel
process can be conpleted faster than the portion on the | ongest
critical path.

The problem of converting from noderately parallel vector pro-
cessing to nmassively parallel processing is one that has en-
grossed much of the high performance conputing industry for the
past decade. As a user of industry solutions, the NCEP has
carefully followed these efforts and is presently running bench-
mark tests on sone MPP systens. Still, there are risks in com
mtting to this technol ogy now even though it hol ds great prom se
for the future, perhaps even for the next NCEP superconputer
procurenent. Continued participation in parallelization experi-
ments is vital to the ability of the National Centers to nmake an
i nfornmed assessnent of the market.

Efficient Utilization of Large Nunbers of Processing Nodes

The ability to effectively apply parallel processing technol ogy
depends largely on the ability to define a problemas a series of
concurrent operations. This is true whether the inplenentation

platformis noderately or massively parallel. Concomtant with
parallelization is the need to keep all of the processing nodes
busy. Idle processors are wasted resources. Moreover, the

nature of large scale parallel processing is to create obstacles
such as interprocessor wait tinmes, nessage passing bl ocks, and
data reference conflicts. Careful attention to perfornmance
optim zation on MPP systens requires a significant investnent in
people with architecture-specific know edge and with access to
appropriate anal ytical tools.

| nt er processor Comruni cati on
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A fundanental bottl eneck on parallel processing systens is the
need to synchroni ze operations and share data. This is a fre-
guent stunbling block to the effective application of these
systens. All parallel processing conputers use nmultiple proces-
sors. Sone use a shared nenory nodel while others use |oca
(distributed) nenory. The conmunications bottleneck is nost
pronounced when systens are | oosely coupled -- where each CPU is
i ndependent and autononous -- but the effect is seen with al
paral l el system technol ogi es. Each processi ng node contai ns
resources to performcal cul ati ons i ndependent of all other nodes
until data or interdependent results are required. On many
parall el systens the CPU, nenory, and a connection to the outside
world are self-contained with an internal network providing

i nter-nodal comrunications. An inportant task facing the appli-
cation developer in this environnent is to define the problem so
as to mnimze delays during synchronization. The greater the
nunber of truly independent cal cul ations that can be perforned,
the less conflict there is due to interprocessor comruni cations.

Whet her shared or distributed nenory is chosen by the system
designer, there are times when re-synchronization is required.
Keepi ng system perfornance at an acceptable | evel often requires
substantial effort to effectively distribute work over the pro-
cessing nodes. Like classic traffic and routing applications,
communi cation routes and transm ssion timngs nust be carefully
pl anned to keep each node busy rather than standing idle awaiting
new dat a.

Sof t war e

There are a nunmber of key software issues relevant to high-end
conputing at the National Centers. The first of these is the
operating system which nust be a standard POSI X open architecture
such as UNIX. Oher inportant software concerns are discussed
bel ow.

Interoperability and Portability

An essential decision for any software is the conputer |anguage
in which it is witten. NCEP has standardi zed on ANSI conpli ant
FORTRAN as its scientific programm ng | anguage. As w th nost
nmoder n conput er | anguages, the functionality of standard FORTRAN
will continue to evolve and the | anguage will increasingly offer
nodern programm ng constructs. This is particularly inportant in
t he case of high performance conputing systens that utilize
rather esoteric hardware features. To ease concerns regarding
portability, vendors such as Cray Research sonetines use a

nmet a- | anguage that relies upon conpiler pre-processing statenents
for a specific inplenentation of FORTRAN. Wth appropriate
optim zation instructions, such a pre-processor can interpret
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t hese statenents and use themto structure code specifically for
the Cray architecture. Such pre-processing statenents have the
appearance of comments to other inplenentations of FORTRAN
Consequently the sane source code can run at full optim zation on
the C90, for exanple, and still preserve integrity for execution
on any other system

Intelligent Conpilers

The use of intelligent conpilers that analyze the form of mathe-
mati cal processes as represented by standard constructs has
becone commonpl ace. This type of analysis is inportant to the
rapi d depl oynent of NCEP operational codes. Each conputer vendor
custom zes its code analysis during conpilation in order to

out put executabl e code that perforns best on a specific system
The interpretation of standard FORTRAN wi || be consi stent anong
the offerings of all vendors, but the nachine | anguage instruc-
tions that are produced, as well as the comercial run-tinme
service libraries, are highly custom zed to optim ze performance.
The performance of a specific class of applications such as the
nodel s that describe circulation patterns and notion within the
atnosphere wll differ widely anong different vendor offerings.
This is not only because of hardware differences, but also be-
cause sone conpilers do a better job of optim zing code for a
particul ar class of applications.

Mat hemat i cal Subroutine Libraries

Anot her cl ass of essential software is that of a collection of
efficient, highly optim zed subroutines that perform common,
standard procedures. These are functions that offer well de-
scri bed techniques for solving a general class of problens.
Typical of this genre is the Fast Fourier Transform (FFT), a
common way of integrating notion fields in an array. The FFT is
a fundanental mathematical tool that transforns gridpoint space
into transformor waveform space to ease nuneric conputation
Because it is so fundanental, much effort has gone into optim z-
ing it for various systemarchitectures. There are whol e cl asses
of fundanental transformations used in the nmathematical treatnent
of a particular class of problemand the challenge is to find a
near optimal solution for a specific hardware configuration. MPP
systens sol ve problens using an entirely different approach than
that used on a vector processing system The richness and speed
of supporting libraries has a direct affect on the techni ques
used (since only those tools available for the architecture at
hand can be enpl oyed) and the results obtained. Accordingly, for
MPP systens to beconme conpetitive in the marketpl ace, vendors
wi Il have to provide a nmature set of such routines.

Conmuni cations Infrastructure
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One of the mpjor issues at nodern superconputing centers is that
of the use of very high speed inter-system comunications facili -
ties to link together the conponents of the center. Not only are
these links used to connect superconputers to file servers and

m d- scal e processi ng support systens, but they al so connect host
systens to network-attached di sk arrays, nessage passing routers,
near-1line hierarchical storage nedia, and broadband vi deo and

wor kstation visualization systens. At the NCEP, interprocessor
communi cations are undergoing a major revision. The revitaliza-

tion of the NCCF in md-1995 will include the replacenent of two
ol der Cray systens with two J916 nodels. Interlacing these new
systens with the Cray C90 will, for the first time, allow experi-

ments at the NCCF on distributing ensenble forecast nodel s across
mul ti pl e conputer systens using high performance parallel inter-
face channels. This will be possible, in part, due to the abili-
ty to share disks across all three Cray systenms. This wll

permt an investigation into inter-system synchronization and
into data sharing issues. It will also allow nodelers to try new
met hods of processing and to investigate practical problens
surroundi ng alternative conputing architectures. Sone of these,
such as using parallel vector machines and gangi ng groups of
processors into famlies to performcommon distributed task
processing, may offer advantages to future work at the NCCF

Applications Software

In any |large system there are a nunber of software add-ons that
extend the useful ness of the system These range frominterac-
tive access packages such as X Wndows to system adm ni stration
and system perfornmance packages. Interactive debuggers and
special tuning software are essential to achi eve naxi mum perfor-
mance from applications software. Local data managenent and

hi erarchi cal storage managenent software are al so required.

Tradi tional Minframe Systens

Di sposition of the HDS Systens

The overall strategy is to retire the HDS systens after noving
their workload fromthe | BM conpati ble MWS environnent to that of
an open architecture UNI X operating system This mgration wll
be phased over tinme to mnimze operational disruption and to
avoi d having to convert codes that are already being rewitten as
part of other NWS nodernization prograns. The mgration wl|
occur in four distinct phases:
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1. Move the operational codes and data onto the Cray or other
UNI X systens.

1. Retire those portions of the HDS hardware and software
t hat provide operational redundancy. Initially this
Wil release the HDS EX-50 and its support equi pnent.

2. Convert the remai ning codes and processes fromMWS to
UNI X.

3. Renove the remaining | BMconpati bl e conponents, includ-

ing the HDS nodel EX-65.

The general schedul e of these activities is as shown in the
foll ow ng table.

Task Time Frame
Provide a suitable UNIX platform for migration activities L ate calendar year 1994
Move the operational processing Mid-calendar year 1995
Remove the first HDS system (the EX-50) L ate calendar year 1995
Remove the fina HDS system (the EX-65) L ate calendar year 1996

Hi stori cal Perspective

Al t hough not strictly necessary to understand the changes that
are in progress, an historical perspective can sonetines yield
insight into strategic planning processes. This discussion
briefly | ooks at how the National Centers arrived at this junc-
ture and denonstrates why the HDS | egacy systens can now be
phased out.

The Hitachi Data Systens (HDS) |ine of |BMconpatible mainfrane
conputers were installed at the NCCF beginning in 1983. These
systens replaced three | BM nodel 360/ 195 conputers that were
acquired in 1973 as the conputationally intense superconputers of
their tinme. The nodel 195 systens had been at the top of IBMs
product line, and they conbi ned general processing functionality
with specialized hardware features that afforded high speed
scientific conputational capacity as well. Over this period of
time, the NMC devel oped an integrated and unified processing
capability built around the nonolithic processing power of a
single architecture.

In 1981, the nodel 195 systens were augnented by the acquisition
of a vectorizing Cass VI conputer system the Control Data Cyber
205. The fastest systens marketed at that tinme were produced by
Cray Research and Control Data Corporation (CDC) and the Cyber
205 was sel ected through a conpetitive procurenent. The Cyber
205 was a powerful nunerical conputer but it |acked the flexibil-
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ity and robustness to serve as nore than a special purpose vector
processi ng engi ne.

There continued to be a need for a general purpose data process-
ing systemthat could provide quality control and data managenent
functions, as well as host an interactive programmng test and
devel opnent facility. The HDS systens were acquired to repl ace
the | BM 360/ 195 systens but they were not intended to be used for
t he execution of nunerical weather nodels. Rather, these systens
performed a front-end supporting role for the specialized Cyber
205 conput ati onal systens where the predictive nodels ran

The choi ce of HDS repl acenent systens evol ved naturally fromthe
| BM 360/ 195 systens and resulted fromthe conputing econom cs
that prevailed at that time. The support structure that had been
devel oped over the precedi ng decade was preserved by selecting an
| BM conpati bl e repl acenent system There was an enor nous range
of software products conpatible with the IBMarchitecture and

| BM conpati bl e hardware was cost conpetitive. HDS processors and
di sks, STK tapes, disks and printers, as well as conmunications
controllers and device switches were all conpatible and easily
interm xed at the NCCF

The result of this mxed architecture was that the conputationa
wor kl oad was split into two parts; a nunerically intense and tine
critical portion, ideally suited for the superconputing engine,
pl us a nore conventional workload appropriate for a standard
comercial architecture. This traditional workload benefited
froman industry-standard architecture that could host a variety
of common data mani pul ati on and program nanagenent and devel op-
ment tasks. Moreover, a commercial systemthat had nany offer-
ings of off-the-shelf software and conpetitively priced hardware
was i nportant for maintaining concurrence with the conputer

i ndustry. Many products were |later added to the NCCF systens to
i nprove productivity and enhance efficiency.

Over a period of years, the two initial HDS systens were enhanced
using contract growth options and ultimately replaced via a
series of interagency transfers of simlar conpatible systens and
t hrough contract engi neering changes. The present configuration
consi sts of one nodel EX-65 dual processor system and one nodel
EX-50 single processor system This is half of the fornmer maxi-
mum configuration of three HDS 9000 systens plus the EX-50.

Declining role of the HDS systens

The National Centers are commtted to enploying a POSI X conpli ant
Open Systens Architecture and using industry standard network
communi cations. This commtnent has already been instituted at
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the NCCF in the formof the Cray C90, YMP-8 and EL systens.

These systens provide the NCEP wth a range of capacities, from
superconputer to file-server. However, due to the relative
pricel/ performance range of hi gh-end superconputers, they are | ess
cost-effective when used as general purpose conputers to perform
non- nuneri cal support functions such as certain kinds of quality
control, data archiving and mani pul ati on, statistical inference
anal ysis, various pre- and post-processing tasks, and adm ni stra-
tive functions.

I n Septenber, 1994 the NMC signed an engi neering change to the
Cray C90 contract. That change provides the Governnent with
enhanced processing in the md-scal e conputer range, reduced
mai nt enance costs for the Cray processors and di sk storage sub-
systens, and operating energy savings. Two Cray nodel J916
conputer systens with new di sk subsystens will be installed in
m d- 1995. These systens will provide an additional base for
continuing the evolution froman |IBM conpatible platformto a
UNI X- based POSI X standard architecture. Wen these systens are
installed, the National Centers will have established an enhanced
and cost-effective route for the conversion to UN X

There are significant hurdles to overcone as existing progranm ng
standards relative to data formats, processing nmanagenent, and
operational commtnents are transferred fromthe WS environnent
to open systens. Nevertheless, this process has al ready begun in
the formof conversions for the C90 and YMP-8 systens as well as
in the area of end-user training necessary to support these
conversions. Planning is underway relative to the details of the
m gration of the HDS workload to UNI X so that this nmay be accom
plished in a coherent and coordi nated manner.

The inmportance of coordination in this regard cannot be over-

| ooked. The NCCF is to sone extent a service provider with
clients and custoners |like any business. So far as it is possi-
ble to do so, clients should be encouraged to mgrate through the
availability of inproved service and facilities. This is prefer-
able to forcing a mgration by decree. That approach would
require users to reinvent already functioning software systens
that are optimzed for and ingrained into a specific operating
system architecture. There are NW5-w de noderni zati on prograns
that will obviate the need for sonme of the output produced by
this interlaced collections of prograns and it is therefore not
econom cal for users to convert themat this tine just to run on
another platform Fromthe perspective of those users it is far
better to reinvent their processes, rather than hastily patch
constituent parts for a short-term nove.

Approach to M gration
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The approach to mgration at the National Centers is to transfer
t he operational pre-processing and post-processi ng work perforned
on the HDS systens to UNI X as rapidly as possible, and to subse-
gquently entice the remaining users to mgrate using the foll ow ng
t hree techni ques.

The HDS users are dependent upon the output of the opera-
tional job suite. The products and services that they
desire will becone obtainable only (or nost efficiently)
fromthe UNI X target systens.

The NCCF w Il provide UNI X platforns as targets for the

mgration; wll nmake useful mgration tools available; wll
assist in providing appropriate training; and wll offer
experienced gui dance and assistance. In late 1994, the NCCF

began a conversion pilot effort to nove fromthe WS envi -
ronment to a UNI X variant for the HDS systens called Gsiris.
The purpose of this is to gain experience with a UNI X system
desi gned to be operated on | BM conpati ble processors. Data
formats and conversion issues can be identified while re-

mai ning wthin the physical confines of the HDS hardware
systens. This project is a continuing one, and is expected
to be of benefit in identifying and resolving data conver -
sion issues.

The NCCF w Il gradually constrict the resources available to
the | egacy MWVS systens. This effort will be managed by
running a UNIl X system on the sane hardware processor (the
HDS nodel EX-65) where the MVS systemresides. As conver-

si on progresses, the conputational resources allocated for
use by the MVS partition can be gradually transferred to the
Gsiris partition.

Past experience suggests that about seventy percent of the work-
| oad can be mgrated quickly if there is interest on the part of
the responsible programofficials to do so. Mich of the renain-
ing thirty percent consists of |egacy software that is well
debugged and operational; and therefore in the payback phase of
its systemlife. This work is valuable and contri butes produc-
tively to m ssion objectives, but conversion efforts would be
excessive, typically because other plans already call for the
retirement of these prograns or a discontinuation of the use of
their output. This is particularly true with regard to the
noder ni zation efforts undertaken by the NW5, which call for new
out put data standards and fornmats.

hj ectives of the Mqgration from WS to an Open Architecture
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The objectives of this mgration effort are summari zed by these
poi nts.

What

Strive to provide a conputing center that is an integrated
processing facility rather than a coll ection of independent
syst ens.

Keep UNI X target systens open and flexible while gradually
reduci ng the availability and performance of the WS sys-
tems.

Provide for an evolutionary mgration by using a phased
reducti on of services.

Accommodat e gradual |ife-cycle changes.

Provide for the graceful retirenent of established, proven
t echnol ogy.

Accomodat e dat a-sharing and data-fl ow t hroughout the Na-
tional Centers, with regard to both intersystem comuni ca-
tions and external data services.

El i m nate the redundancy that was necessary to support

oper ati onal processing once the HDS systens cease to provide
t hese operational functions. This allows for the early

rel ease of major conponents such as the HDS nodel EX-50,
mul ti pl e device swtching units, and channel coupling devic-
es used for intersystem conmrunicati ons.

M nimze the hardware and software | ogistic and nai ntenance
support by elimnating conplexities associated with shared
di sk systens and contingency operation provisions.
Recogni ze and support the burden of legitimte |egacy soft-
ware conprised of fully functional operational systens that
are in the payback part of their life-cycle.

Provi de a seanl ess and evolutionary mgration rather than
demand t he conversion of mature, functioning software sys-
tens that are deeply intertwined with each other. These
prograns interrelate with conpati bl e codes devel oped | ong
ago, utilizing older data standards designed for |egacy
systens. Adaptation rather than the hasty conversion of
mature codes is called for. Every platformhas native data
organi zati on techni ques and processi ng nethods that allow
codes to increase their efficiency when particul ar hardware
and software features of its architecture are exploited.

this approach offers is to allow the National Centers to:

Gradual | y phase out ol der generation processing commtnents
Sel ectively continue support for declining technol ogies
Provide a clear mgration path, sharing proven conversion

t echni ques and exanpl es

Encour age noderni zation by offering transition aids and by
suppl yi ng adequate capacity for the conversion effort

t hrough the allocation of resources as they are needed
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. Establ i sh training prograns devel oped from experience and to
t hereby offer assistance from path bl azers

. O fer a well-defined phase-out date for | egacy systens --
reaching this point via a gradual decline in support for the
| egacy software

. O fer the advantage of platformindependent data availabili -

ty.

The National Centers are currently addressing many specific
issues relevant to the mgration to open systens. A detailed
UNI X Conversion Plan is being prepared within the NCO  To assi st
in the preparation of this Plan, the NCOw ||l take advantage of
an agreenent wth the Software Engineering Institute of Carnegie
Mel l on University. This agreenent, avail able through a program
sponsored by the System Engi neering Staff of the NOAA Systens
Program O fice, provides products and services to facilitate the
transfer of software engineering technologies to NOAA.  An ini-
tial descriptive docunent that details sone aspects of the con-
version problemis included as Attachnent 8. An initial, sinpli-
fied version of the finished plan may be ready by the spring of
1995 and will provide schedules and m | estones for the systematic
conversion to an open UNI X conputing environment.

Net wor ki ng and Communi cati ons

There are three fundanental conponents of the networking and
communi cations architecture of the National Centers:

° Communi cations anong the National Centers (WANs)
o Communi cations within a National Center (LANs)
o Communi cations wth organi zati ons external to the Na-

tional Centers.

Each of these requires separate consideration and is addressed
bel ow.

| nternal Conmmuni cations -- Wde Area Networks

A fundanental assunption of the reorganization of the National
Centers is that conmunications between the Centers will be trans-
parent. That is, as it regards their routine work it wll not
matter to the enpl oyees at any Center whether or not they are
geographically near the people, conputer systens, or data sources
of any particular Center. A reliable WAN wth sufficient band-
width is required to make this assunption a reality.
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The pl anned topology is a fully redundant network in which the
Centers are interconnected using dedicated |eased Tl lines. This
desi gn ensures that communi cati ons anong the Centers will not be
interrupted by a failure at any one site. Each Center wll have
the ability to conmuni cate independently (that is, w thout depen-
dency on an internediary) with any other Center. The details of
this WAN topol ogy, along with an evaluation of alternatives, can
be found in Attachnent 5.

| nternal Conmmuni cations -- Local Area Networks

At each NCEP site the conputing systens will be connected via
LANs. Each site will enploy a high bandw dth backbone, intelli-
gent hubs, and routers to support |ocal users, processes, and
equi pnent. As in the case of wde area networking, each LAN w ||
rely on TCP/IP ethernet comrunications.

Current LAN technol ogy at the National Centers uses fiber optic
cable and the fiber-distributed data interface (FDDI) in a ring
topol ogy to provide 100 negabit per second backbone capacity.
However, current technol ogy denonstrates that conparabl e data
rates can be achi eved over tw sted pair copper wre using CDD
(copper-distributed data interface); and that nuch hi gher rates
can be attained over fiber optic cable using ATM Since FDDI
CDDI, and ATM all support TCP/IP ethernet, any of these can and
will be used. Specific choices in specific cases wll be nade
based upon bandw dth requirenents, existing cabling systens, and
cost .

Wthin a given site, LAN segnents are connected via intelligent
network hubs. A LAN segnent typically supports a workgroup
determ ned by physical or organizational proximty. The hubs
performrouting and bridging functions and are designed and
configured to optim ze network perfornmance and m nim ze conten-
tion. The manner in which an individual device is connected to a
LAN segnent depends upon the individual comrunications require-
ments of the processes resident on that device. Standard ether-
net, FDDI, CDDI, and ATM are all consistent with this network
topology. Finally, each LANis |linked to the WAN via network
routers.

Ext er nal Communi cati ons

Oper ati onal communi cati ons between the National Centers and
external custoners are managed primarily by the Ofice of System
Qperations (0OSO). Currently, comruni cations between NCEP Central
Operations and OGSO is by way of |egacy MVS nai nfranme systens
utilizing the Systens Network Architecture (SNA) protocol. The
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Nati onal Centers would prefer to nodernize that |ink and enpl oy
standard, open TCP/IP ethernet, making the conmunications inde-
pendent of any specific conputer or vendor.

OSO operates the Automated Field Operations System (AFCS) and the
Nat i onal Centers have access to AFCS, including access to the
communi cations subsystemthat it relies upon. The AFOS conmuni -
cations protocol is ADCCP (Advanced Data Conmunication Contro
Procedures). The National Centers only enpl oy ADCCP incidentally
when using AFCS. When the Advanced Weat her Interactive Process-
ing System (AW PS) replaces AFCS, then ADCCP will be replaced by
TCP/I P ethernet, at least with regard to internal AWPS LAN
communi cations. This wll make AWPS nuch nore conpatible with
ot her NCEP systens than AFCS has been.

Anot her commruni cations protocol used by the National Wather
Service (principally by OSO is X 25. This international stan-
dard is widely used by WMO nenbers, including OSO, to support
data requirenents in real-tine. To obtain real-tinme data from
OSSO, NCEP nust conformto OSO s procedures. The National Centers
will use X 25 and dedi cated | ow speed tel ephone lines for this
purpose. Such X. 25 conmunications links will termnate in UN X
wor kst ations which will ingest the data and make it available to
users on the LAN via TCP/I P ethernet.

The National Centers also communicate directly with a smal
nunber of users such as the Federal Aviation Adm nistration.
These conmuni cation |inks represent |egacy systens, sonetines
usi ng non-standard protocols and services, and it is intended
that they will be upgraded gradually to TCP/IP ethernet.

Non- oper ati onal external comrunications involving the NCEP w ||
use standard TCP/I P ethernet. In those cases where this is not
yet the case, nodernization efforts will nove in this direction
over tine.

Dat a Fl ow and Data Handl i ng

The data system at the NMC was designed to support the operation-
al use of nunerical weather prediction nodels. Accordingly, it
evol ved to neet the schedule required for that purpose. The

m xture of capabilities in place today are a result of either the
need to augnent this systemor the attenpt to force this system
designed for a specific purpose, to neet a w de range of demands
as represented by many different groups within the National

Cent ers.
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Operational forecasters at each National Center need access to
data. In the case of observational data this is a real-tine
requi renent, unlike the need for data to support nunerical nod-
els. At the NMC in Maryl and, because of the collocation of
central conputers, nodel devel opers, and forecasters, the ap-
proach has traditionally been to make the data flow that was

desi gned for nodeling also suffice for the forecasters. That has
never been very satisfactory. At NSSFC and NHC al ternate, inde-
pendent paths and systens have been devel oped for real-tinme data.
Forecasters at each National Center also have access to AFCS as a
source for data.

In the cases of nodel output, satellite inmagery, derived graph-
ics, and so forth, a variety of nethods for delivering data to
the National Centers has evolved over tinme. These nethods depend
upon a diverse assenbl age of equi pnent, data formats, and soft-
ware. Managi ng and operating this heterogeneous collection of
capabilities is time consum ng and | abor intensive.

The National Centers are presently designing a conprehensive data
fl ow and data handling system This systemw || be consistent
with the overall standards defined for use at the National Cen-
ters. The key points relevant to this data system are these:

° Data formats -- gridded data will be stored in GRIB and
point data will be stored in BUFR

° Al l processing -- decoders, pre-processing, and post-
processing -- relevant to the data will be perforned on
UNI X machi nes.

° The database will be maintained on UNI X machi nes uti -
lizing standard UNI X file structures.

° The National Centers will continue to nonitor devel op-

ments regardi ng commerci al dat abase nanagenent systens,
al t hough there are no plans at this tine to incorporate
such products into the operational NCEP data system

o Communi cations within and anong the National Centers
will rely upon TCP/IP ethernet.
° Oper ati onal communi cati ons between NCO and OSO i s cur-

rently based upon SNA, a proprietary protocol that
supports direct comuni cations between mai nfrane sys-
tenms. This data exchange process will nove to standard
TCP/ I P and UNI X as both NCEP and OSO are able to nove
operations away fromtheir | egacy MS systens.

° The National Centers will use the data conmuni cati ons
systens that evolve to support AW PS when possi bl e.
° The nodern NCEP data systemw || incorporate a variety

of interactive, user-friendly, graphics-oriented tools
to enabl e users to access, display, and mani pul ate
data. These tools will be part of N AW PS.
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° The sane data systemw || serve each National Center.

The NCEP data systemw || serve the needs of the scientists and
forecasters within the National Centers. It should also suffice
for the needs of others who are granted access to work as clients
wi thin the NCEP conputing environnent. External users will be
given limted access to a subset of the NCEP data sets via

et hernet servers without the data itself being reformatted for
those users. Custoners for whomit is necessary that NCEP tail or
data will generally receive data products rather than the data
itsel f.

Scientific Wrkstations

Scientific workstations at the National Centers are used primari-
ly to view graphical representations of data and information,

i ncludi ng the output of nunerical weather prediction nodels. The
ability to present conplex information to a user graphically and
to enable that user to interact with that information in a w de
variety of ways is of fundanental and grow ng inportance. The
sheer volune of information and the variety of ways that ana-

| ysts, forecasters, researchers, and progranmers nust i nteract
with it require the devel opnent of electronic tools for these

pur poses.

Wor kst ati ons provide users with a host of specific and interre-

| ated capabilities. Using wi ndow ng techniques a user can apply
several capabilities sinultaneously so that work can be done on
several tasks in parallel at his or her pace. This is far nore
productive than work done serially at the systemls pace as in the
traditional mainframe conputing environnent. The productivity
gain made possible by a nodern scientific workstation environnent
over that of a mainframe systemis trenendous. For exanpl e,
using a scientific workstation a devel oper can edit source code
in one wi ndow, conpile, debug, and execute it in another; nonitor
the use of systemresources in a third; and view a graphi cal
presentation of the results in a fourth. Wndows can al so be

mai ntai ned to support a standard suite of personal productivity
tools like e-mail and word processing, to access services from
remote systens, and to initiate new tasks while waiting for

vari ous ot her processes to conplete. Furthernore, these tasks
can directly and immedi ately utilize resources anywhere on the
network. The user is limted only by his or her ability to keep
track of these activities and not by the systens thensel ves.

This rich environnent supports rapid prototyping and end-user
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conputi ng because the user can take advantage of a very w de
range of capabilities and can quickly see results.

By insuring that the nmethods enployed with regard to workstations
are standard and open, scientists at the National Centers can
easily collaborate with others at universities and at diverse
research | aboratories. Models fromother centers such as the

Eur opean Center for Mediumrange Wat her Forecasting (ECMAF) can
be used, and their output viewed, as conveniently as can NCEP
nodel s. The commonal ity and openness of this environnment produc-
es a synergy that fosters accel erated devel opnent through the
broad sharing of data, ideas, and results.

Production Control in a Distributed Environnent

The System Monitor and Scheduler (SM5) is a software facility

t hat was devel oped by the ECMAF to provide centralized scheduling
and nonitoring of conplex network job streans. This is an

X/ Motif application, witten in C, and designed to run in an open
network that includes superconputers, mainfranmes, servers, and
wor kst ati ons. The National Centers are evaluating SMs for pro-
duction job control and event scheduling. This tool, or somne-
thing nuch like it, wll be inplenmented in 1995 to hel p control
operational jobs with the NCCF

SMS provides a graphical user interface by which conputer opera-
tors and others can:

° schedul e and control operational jobs such as the exe-
cution of NWP nodel s

° nmonitor the routine progress and status of those jobs

° intervene to correct, rerun, or resequence jobs in the

event of abnormal conditions.

Since the SM5 works in an open network environnent, this tool can
be used for interdependent progranms running on a nunber of desig-
nated systens. As operations extend over many network nodes, al
schedul ed and nonitored by SM5, it wll becone relatively easy to
direct a specific application to run on the platform nost appro-
priate to it, whether that is a superconputer or a small UN X
server. This will sinplify the allocation of work to various
conputer resources and help to optimze the effective use of NCEP
syst ens.
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AW PS

A key conponent of the National Wather Service's MAR programis
t he Advanced Weat her Interactive Processing Systemwhich will be
a highly automated and integrated weather information processing,
communi cations, and display system AWPS wll be depl oyed at
each Weat her Forecast O fice, at each River Forecast Center, and
at each National Center

AW PS at the National Centers requires a nunber of capabilities
beyond those required by a WO or RFC. A brief inspection of
NCEP operations reveals that the forecast processes at the na-
tional level require information spanni ng extended spatial and
tenporal scales. |In addition, output for experinental as well as
operational NWP nodel s nust be avail able at the National Centers
for the full tenporal and geographic nodel extent. The differ-
ences between the AWPS requirenments at a field office and those
at a National Center are recognized explicitly in the AWPS
contract. The National Centers are responsible for the devel op-
ment of the National Centers unique capabilities. Furthernore,
the National Centers are responsible for the integration of those
capabilities wth the national AWPS system

The NCEP approach is to develop the National Centers AWPS (N
AW PS) systemthrough a series of prototypes. The Pilot Opera-
tional Projects (POPS) approach represents a very aggressive
effort to quickly provide a limted subset of N-AWPS capabili -
ties to forecasters at the National Centers. These capabilities
will be iteratively extended and then integrated with AWPS as
the national systemis delivered and upgraded by the prine AW PS
contractor. N-AWPS capabilities will also be distributed

t hroughout the National Centers and el sewhere for use on non-

AW PS equi pnent. Thi s equi pment enconpasses a W de range of
scientific workstations including those acquired under this
information technology plan. N-AWPS will be supported not only
for anal ysts and forecasters, but for a w de range of non-opera-
tional users, including nodelers and programers.

NAWPS is intended to extend the capabilities currently provided
at the National Centers by a variety of largely unrel ated sys-
tenms. The primary conponents of these existing systens are:

° VAS Data Utilization Center (VDUC) for display of
graphics and i magery, data ingest, and generation of
di agnosti cs

° Manual G aphics System (MSS) for data display, nmanual
graphi cs generation, and product |aunching
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° AFCS for access to data

° NMC Plotting System for hard-copy plots of data and
nodel out put.

As NNAWPS is depl oyed and becones operational, all of these
systens will be phased out at the National Centers.

Contract Support

The National Centers routinely augnent staff by enpl oying con-
tract support in two distinct manners. First, contractors are
used to performspecific tasks requiring expertise in narrow
domai ns that are generally outside the area of interest and
experience of NCEP enpl oyees. For exanple, when the National
Centers acquire a new superconputer, its manufacturer typically
provides a small nunber of systens and applications progranmers
W th extensive experience in the architecture of that system
These contractors assist NCEP scientists and programmers in
mgrating applications to the new environnment and in structuring
codes and operational job suites so as to best utilize conmputing
resources. The period of performance for contractors of this
type is typically a few to several years and roughly coincides
with the life of the systemthey support.

A second type of contract support is of a nore general nature.
Most of the Governnent scientists at the National Centers use
conputing systens to performa range of tasks related to specific
programmatic areas. These areas are highly correlated with

i ndi vi dual backgrounds and expertise. The enpl oyees involved
range from forecasters who use conputer systens to nmake opera-
tional forecasts to researchers who work to inprove the perfor-
mance of nunerical weather prediction nodels. For the majority
of these people, the NCEP conputing and networking systens are
sinply tools that support their efforts to do specific jobs. By
contrast, sone enpl oyees, nost notably within the NCO focus
their attention directly on the conputing infrastructure. Wthin
this environnment there are sone support activities of a general
but transitory nature such that it is cost effective to provide

t hat support through contractors. An exanple of this sort of
activity is that of software support for the devel opnent of AW PS
at the National Centers. The N-AWPS systemw || be built over a
period of several years by the National Centers. This effort

will require as many as twenty extra people for system devel op-
ment and inplenmentation. Enployees of the National Centers wll
direct the devel opnment and participate in it, but nost of the
wor k can be perfornmed by people with general backgrounds in
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systens anal ysis, progranmm ng, system adm nistration, and so
forth. These are skills that are readily available from many
commercial sources. Over a period of approximately 5 years a
team of devel opers, nostly contractors, wll build and depl oy N
AWPS., After that tine the Governnment can term nate the N-AWPS
support contract and maintain the systemwth a nuch smaller
staff.

The use of contractors to work on tasks of a general nature to
institute specific NCEP progranms typifies this second type of
contract support.

The managenent of the NCEP anticipates that at any tinme there
will be a small nunber of contracts in place to support a variety
of activities at the National Centers. The precise nature of the
contract support will change over tinme but the need for support
of the two types described above will continue indefinitely.

Ext er nal Coordi nati on

The conputing architecture of the National Centers, as described
in this docunent, will change substantially over the next few
years. These changes will have a direct inpact on a nunber of
organi zations and individuals external to the National Centers.
Sonme of those nost affected will be NW5 conmponents such as the
Ofice of System Qperations and the O fice of Hydrol ogy; as well
as other NOAA |ine offices, particularly NESDIS. [In addition,
the National Centers work with conponents of the Departnent of
Defense to provide mutual support. Substantive changes in the
systens of the National Centers nust be coordinated with all of
t hese.

Enpl oyees of the National Centers routinely discuss issues such
as those that nmake up this plan with their counterparts in other

organi zations. In addition to those informal conversations, this
docunment will be dissemnated to other N6 units as well as to
sel ected NOAA |ine offices upon its approval. During the second

hal f of 1995, representatives of the National Centers will neet
wth the staffs of interested external organizations to discuss

t he schedul e and i npact of planned technol ogi cal changes. There-
after, periodic neetings should be held to keep all interested
parties apprised of the direction and rate of change; to gauge

t he i nmpact of change; and to ensure that essential or expected
services are not unexpectedly disrupted. The National Centers

w |l assune responsibility for arranging regular neetings of this
sort.
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3. RELATIONSH P TO THE NOAA STRATEGQ C PLAN

The current NOAA Strategic Plan identifies three key program

el enments that are directly supported by the NCEP through its com
puting and communi cations systens. NOAA' s strategy is to create
an integrated environnental observation, assessnent, and forecast
service that supports the Nation's econonm c and environnent al
agenda by:

° Significantly inproving short-term (i medi ate to 60
days) forecast and warning products to protect the
Aneri can publi c;

° | mpl enenting reliable seasonal to interannual (60 days
to 10 years) climate forecasts to guide business and
econom ¢ deci si ons;

° Devel opi ng sci ence-based policy advice on decadal to
centennial (10 years to 100 years) changes in the gl ob-
al environnent as a basis for National policy decisions
on econom c security.

Advance Short-Term Warni ng and Forecast Services

Advanced superconputers are needed to process the data from new
observi ng systens such as Doppl er radars, autonated surface
observi ng systens, and advanced satellites. They are al so needed
to refine the tenporal and spatial resolution of the nunerical
nodel s that utilize the data as well as to support inproved node
physi cs. The pl anned processing architecture of the National
Centers is designed to provide conputing services consistent with
this key NOAA strategic el enment.

The reorgani zation of the National Centers will result in centers
that are specialized to deal wth particular short-term forecast
probl ens. These include hurricane, severe storm aviation, and
marine forecasting. 1In order to effectively support these geo-
graphically dispersed centers, each relying on nunerical nodels
run at a central location as well as upon input from each other,
it is necessary to link themvia a nodern hi gh-speed conmuni ca-
tions infrastructure. That infrastructure is described in this
docunent and is consistent with the NOAA Strategic Pl an.

Modern wor kstations are essential in order to allow forecasters
to use a wde range of environnental data to full advantage.

Thi s docunent describes the open systens approach enpl oyed by the
Nati onal Centers to devel op neteorol ogi cal applications on such

March 13, 1995

47



workstations in a way that is consistent wth the approaches
taken both in the national AWPS programand in the | arger commu-
nity of environnmental science.

| mpl ement Season to Interannual Cinmate Forecasts

NOAA plans to implement predictions of seasonal to interannual variability of the coupled ocean-atmosphere
climate system. The forecasts provide information on temperature, rainfall, and ocean circulation patterns of
substantial benefit to the agricultural, energy, fishing, and other sectors. (Quoted from the 1994 NOAA
Strategic Plan.)

The initial target of this key NOAA strategic elenment is ENSO
prediction. The |large-scale conputational systens of the Nation-
al Centers provide a crucial resource necessary to achieve this
goal . Coupl ed ocean- at nosphere nodels now run routinely at the
National Centers and these formthe basis of current operational
mul ti season forecasts as described earlier in this docunent. As
in the case of short-termwarning and forecast services, several
of the components of this plan, including the described organi za-
tion of the NCEP itself, conmbine to help neet this goal. These

i ncl ude the communications infrastructure, the scientific work-
stations, and the nethodol ogi es enpl oyed by the National Centers.

Predi ct and Assess Decadal -t o- Cent enni al Change

An essential ingredient for NOAA to realize progress in this
strategic elenent is a consistent analysis of the existing neteo-
rol ogi cal record. Data analyses fromthe past exhibit apparent
anomalies that result fromchanges unrelated to the data itself.
Specifically, as understanding of climte has inproved and as the
tools that are used to anal yze rel evant data have changed, so too
have the resultant pictures that portray climate conditions. The
National Centers are participating in a continuous reanal ysis of
the historic record using nodern nunerical nodels and conputers
to recast that record in the light of current understandi ng and
capabilities. This effort will renpove apparent anomalies from
the climate record, making real changes in the clinmte nore
anenabl e to detection and understanding. This is a wdely coop-
erative effort involving resources fromseveral nations, a nunber
of governmental agencies, and many private organizations.
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4. ALTERNATI VES CONSI DERED

The overall NCEP system architecture today enbraces a host of
conmputing technol ogi es -- superconputers, traditional mainfranes,
network servers, scientific workstations, and personal conputers.
It al so enconpasses a wi de range of networking approaches and
protocols -- SNA, X 25, TCP/IP ethernet, FDDI, Internet, ATM
LANs and WANs, | eased lines, mcrowave, and dial -up tel ephone
services. The fundamental question is howto sinplify and stan-
dardi ze this environnent in order to better support it and make
the nost effective use of resources.

The needs of the National Centers are extensive and various. A
great many alternatives have been and will continue to be consid-
ered and used to neet those needs. Experience has shown that
several alternatives can be sinultaneously, effectively, and
appropriately matched agai nst specific needs to provide necessary
services provided that those alternatives share certain charac-
teristics.

In order for a diversity of systens to be manageabl e, the Nation-
al Centers have evol ved a nunber of standards over the | ast
several years. Adherence to these standards has hel ped to guide
or direct the selection fromanong alternatives in many specific
cases. It has also helped to identify practices and net hodol o-
gi es that should be changed in order to achieve consi stency

t hroughout the systens supporting the National Centers. These

st andards, which have al ready been described in sone detail, are:

Open conputing and network architectures

TCP/ | P et hernet protocol

NFS and NI'S networ ki ng services

The UNI X operating system

FORTRAN and C progranmm ng | anguages

X Wndows and Motif for graphical user interfaces
GRI B and BUFR data formats.

After stating these concepts and establishing these standards,
there is one particular area in which there are no true alterna-
tives. Wather forecasting is one of the historic grand problens
of conputing and no foreseeable systemw || be | arge enough and
fast enough to solve it. There are no alternatives in this
regard but to work with industry to utilize the nost powerful
systens avail able near the forefront of superconputer technol ogy.
It this path that the National Centers will continue to follow
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In all other areas, specific alternatives will be identified and
consi dered when i ndividual procurenent actions are undertaken.
No attenpt is made here to identify them

March 13, 1995

50



5. SECURITY

Attachnments 6 and 7 are the security plans for the NOAA Central
Computer Facility and for the NOAA Science Center respectively.
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6. ACCESSIBILITY

There are no particular requirenments for special accessibility
but special accommodati ons can be made when necessary.
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ADCCP
AFCS
ANS|
ASCS
ATM
AVC
AW PS
AVN
BUFR

CDAS
CDDI

COAM
CODAPS
CoTS
cPC
CPU
ECMAF
EDAS
EMC
ENSO
ERL
ETA
FDDI
FFT
GDAS
GFDL

GCES
&R B
GSFC
Gul
HDS
HPC

| BM
| P
LAN
MAR
Meso- ETA

MPC
VPP
VRF

Acronyns and Abbrevi ations

Advanced Data Comuni cation Control Procedures
Aut omat ed Fi el d Operations System

American National Standards Institute

Aut omat ed Surface Cbserving System
Asynchronous Transfer Mbde

Avi ati on Wat her Center

Advanced Weat her Interactive Processing System
Avi ation d obal Model

Bi nary Universal Formfor the Representation of
Met eor ol ogi cal Data

Climte Data Assimlation System
Copper-Distributed Data Interface

Control Data Corporation

Coupl ed Ccean- At nosphere Model

Coastal Ccean Data Assimlation and Prediction System
Comrercial, Of-the-Shelf Software

Climate Prediction Center

Central Processing Unit

Eur opean Center for Mediumrange Wat her Forecasting
Mesoscal e Eta Data Assim | ation System

Envi ronmental Model i ng Center

El Nino/ Southern Gscillation

Envi ronnment al Research Laboratories

Early Eta Forecast Model

Fi ber-Di stributed Data Interface

Fast Fourier Transform

G obal Data Assim |l ation System

CGeophysi cal Fluid Dynam cs Laboratory

GFDL Mul ti pl y-nested Myvabl e Mesh
Ceostationary Operational Environnmental Satellite
Gidded Binary

Goddard Space Flight Center

G aphical User Interface

Hi tachi Data Systens

Hydr onet eor ol ogi cal Prediction Center

| nt ernati onal Busi ness Machi nes

| nt ernet Protocol

Local Area Network

Moder ni zati on and Associ ated Restructuring
Mesoscal e ETA forecast nodel

Manual G aphics System

Met eor ol ogi cal Operations D vision

Mari ne Prediction Center

Massi vely Parallel Processing

Medi um Range Forecast WMbdel
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WS

N- AW PS
NASA
NCCF
NCEP
NCO

NDA
NESDI S

NEXRAD
NFS
NGV
NHC

NI S
NMC
NVFS

PCSI X
QLM
RSM
RUC
SEC
SMB
SNA
SPC
STK
TCP
TPC
WAM
WAN
WFO

Mul tiple Virtual Storage

Nati onal Centers AW PS

Nat i onal Aeronautical and Space Adm nistration
NCAA Central Conputer Facility

Nati onal Centers for Environnmental Prediction
NCEP Central Operations

Net work Di sk Array

Nat i onal Environnmental Satellite Data and I nformation
Servi ces

Next GCeneration Wat her Radar

Network Files System

Nested Gid Model

Nat i onal Hurricane Center

Net wor k I nformation Services

Nat i onal Meteorol ogi cal Center

Nat i onal Marine Fisheries Service

Nat i onal Oceani ¢ and Atnospheric Adm nistration
Nat i onal QOcean Service

NOAA Ccean Wave

Nat i onal Severe Stornms Forecast Center

Nureri cal Weat her Prediction

Nat i onal Weat her Service

O fice of Atnospheric Research

Optimal Interpolation

O fice of System Operations

Portabl e Operating System I nformati on Exchange
Quasi - Lagr angi an Mbdel

Regi onal Spectral WMbdel

Rapi d Update Cycle

Space Environnent Center

System Moni tor and Schedul er

Systens Network Architecture

Storm Prediction Center

St orage Technol ogy Cor poration

Transm ssion Control Protocol

Tropi cal Prediction Center

Wave Model

W de Area Network

Weat her Forecast Ofice

Worl d Met eorol ogi cal Organi zation
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Attachment 1
Statenent of Intent between the National Oceanic and Atno-
spheric Adm nistration and the National Aeronautics and
Space Adm ni stration Regarding the Devel opnment of a NOAA
Operations and Research Center at the NASA Goddard Space
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